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Thus, consider optimizing over two variables αi and αj with all other variablesElementary SMO
Optimization
Step

fixed. Using the shorthand Kij := k(xi, xj), (8.13)–(8.15)) then reduce to (up to a
constant)

minimize
αi,αj

1
2

[
α2

i Kii + α2
jKjj + 2αiαjKij

]
+ ciαi + cjαj

subject to αi + αj = γ

0 ≤ αi, αj ≤ 1
νm

(8.22)

in analogy to (10.63) below. Here the constants ci, cj , and γ are defined as follows;

ci :=
m∑

l 6=i,j

αlKil, cj :=
m∑

l 6=i,j

αlKjl, and γ = 1−
m∑

l 6=i,j

αl. (8.23)

To find the minimum, we use αi + αj = γ. This allows us to obtain a constrained
optimization problem in αi alone by elimination of αj . For convenience we intro-
duce χ := Kii + Kjj − 2Kij .

minimize
αi

α2
i χ + 2αi (ci − cj + γ(Kij −Kjj))

subject to L ≤ αi ≤H, where L = max(0, γ − 1/(νm)) and H = min(1/(νm), γ).

Without going into details (a similar calculation can be found in Section 10.5.1) the
minimizer αi of this optimization problem is given by

αi = min(max(L, α̃i),H). (8.24)

where α̃i, the unconstrained solution, is given by

α̃i = αold
i + χ−1

(
cj − ci + Kjjα

old
j + Kij

(
αold

j − αold
i

)
−Kiiα

old
i

)
(8.25)

= αold
i + χ−1

(
fold(xj)− fold(xi)

)
. (8.26)

Finally, αj can be obtained via αj = γ − αi. Eq. (8.26) tells us that the change in αi

will depend on the difference between the values f(xi) and f(xj). The less close
these values are, i.e., the larger the difference in the distances to the hyperplane,
the larger the possible change in the set of variables. Note, however, that there
is no guarantee that the actual change in αi will indeed be large, since αi has to
satisfy the constraint L ≤ αi ≤ H . Finally, the size of χ plays an important role,
too (for the case of χ = 0 see Lemma 10.3). The larger it is, the smaller the likely
change in αi.

We next briefly describe how to do the overall optimization.

Initialization of the Algorithm We start by setting a random fraction ν of all αi

to 1/(νm). If νm is not an integer, then one of the examples is set to a value
in (0,1/(νm)) to ensure that

∑
i αi = 1. Furthermore, we set the initial ρ to

max{f(xi)|i ∈ [m], αi > 0}.

Optimization Algorithm We then select the first variable for the elementary opti-
mization step in one of two following ways. Here, we use the shorthand SVnb for




