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tive, i.e., where the we have a strict inequality, and solve the resulting restricted
quadratic program, for instance by conjugate gradient descent. We will encounter
subset selection methods in Chapter 10.

6.5 Maximum Search Problems

In several cases the task of finding an optimal function for estimation purposes
means finding the best element from a finite set, or sometimes finding an optimal
subset from a finite set of elements. These are discrete (sometimes combinatorial)Approximations
optimization problems which are not so easily amenable to the techniques pre-
sented in the previous two sections. Furthermore, many commonly encountered
problems are computationally expensive if solved exactly. Instead, by using prob-
abilistic methods, it is possible to find almost optimal approximate solutions. These
probabilistic methods are the topic of the present section.

6.5.1 Random Subset Selection

Consider the following problem: given a set of m functions, say M :� � f1� � � � � fm�,
and some criterion Q[ f ], find the function f̂ that maximizes Q[ f ]. More formally,

f̂ :� argmax
f�M

Q[ f ]� (6.91)

Clearly, unless we have additional knowledge about the values Q[ fi], we have
to compute all terms Q[ fi] if we want to solve (6.91) exactly. This will cost O(m)
operations. If m is large, which is often the case in practical applications, this
operation is too expensive. In sparse greedy approximation problems (Section
10.2) or in Kernel Feature Analysis (Section 14.4), m can easily be of the order of
105 or larger (here, m is the number of training patterns). Hence we have to look
for cheaper approximate solutions.

The key idea is to pick a random subset M� � M that is sufficiently large,
and take the maximum over M� as an approximation of the maximum over M.
Provided the distribution of the values of Q[ fi] is “well behaved”, i.e., there does
not exist a small fraction of Q[ f i] whose values are significantly smaller or larger
than the average, we will obtain a solution that is close to the optimum with high
probability. To formalize these ideas, we need the following result.

Lemma 6.31 (Maximum of Random Variables) Denote by �� � � two independent
random variables on � with corresponding distributions P��P� � and distribution func-
tions F�� F� �. Then the random variable �̄ :� max(�� � �) has the distribution function
F�̄ � F� F� �.

Proof Note that for a random variable, the distribution function F(�0) is given by


