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156 Optimization

Algorithm 6.2 Newton’s Method

Require: x0, Precision 

Set x � x0

repeat
x � x� f �(x)

f ��(x)
until 	 f �(x)	 � 


Output: x

In constructing the interval cutting algorithm, we in fact wasted most of the
information obtained in evaluating  f � at each point, by only making use of the
sign of f'. In particular, we could fit a parabola to f and thereby obtain a method
that converges more rapidly. If we are only allowed to use f and f �, this leads to
the Method of False Position (see [334] or Problem 6.3).

Moreover, if we may compute the second derivative as well, we can use (6.11) to
obtain a quadratic approximation of f and use the latter to find the minimum of f .
This is commonly referred to as Newton’s method (see Section 16.4.1 for a practicalNewton’s

Method application of the latter to classification problems). We expand f (x) around x0;

f (x) $ f (x0)� (x � x0) f �( x0)�
(x � x0)2

2
f ��(x0)� (6.12)

Minimization of the expansion (6.12) yields

x � x0 � f �( x0)
f ��(x0)

� (6.13)

Hence, we hope that if the approximation (6.12) is good, we will obtain an algo-
rithm with fast convergence (Algorithm 6.2). Let us analyze the situation in more
detail. For convenience, we state the result in terms of g :� f �, since finding a zero
of g is equivalent to finding a minimum of f .

Theorem 6.14 (Convergence of Newton Method) Let g : � � � be a twice continu-
ously differentiable function, and denote by x� � � a point with g�(x�) �� 0 and g(x�)� 0.
Then, provided x0 is sufficiently close to x�, the sequence generated by (6.13) will converge
to x� at least quadratically.Quadratic

Convergence
Proof For convenience, denote by xn the value of x at the nth iteration. As before,
we apply Theorem 6.13. We now expand g(x�) around xn. For some � � [0� x�� xn],
we have

g(xn) � g(xn) � g(x�) � g(xn) �
�
g(xn)� g�(xn)(x� � xn)�

�2

2
g��(xn)

�
� (6.14)

and therefore by substituting (6.14) into (6.13),

xn�1 � x� � xn � x� � g(xn)
g�(xn)

� �2 g��(xn)
2g�(xn)

� (6.15)

Since by construction ��� � �xn � x��, we obtain a quadratically convergent algo-
rithm in �xn � x��, provided that

���(xn � x�) g��(xn)
2g�(xn)

��� 	 1.


